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Summary
The course covers basic areas of statistics, such as graphical representations of data, random variables, types of sampling and design, estimation via maximum likelihood. Hypothesis testing and confidence intervals (for means and proportions), type I and II errors and p-values. Hypothesis testing via computational techniques (bootstrap and permutation). On a second phase, correlations for continuous variables (Pearson and Spearman coefficients), association of categorical variables (G2 test of independence) and linear regression. Finally, false discovery methods in multiple hypothesis testing will be mentioned. Demonstration and exercises using the R statistical package will be considered as well.

Target audience
The course addresses to students of medicine, biology, computer science, chemistry and mathematics, who have a minor knowledge of statistics and wish to understand in more depth certain statistical terms. 

Prerequisites 
A basic knowledge of mathematics and statistics. Knowledge of programming, in R would be beneficial. 

Course learning objectives
· Understanding of terms like sampling techniques, types of studies, hypothesis testing, type I and II error, confidence intervals, bootstrap, permutation, relationship between two variables.
· Ability of interpreting some basic statistical results.
· Acquiring the foundations for latter statistical analyses.
· Ability to implement hypothesis testing in R.

Assessment
Exercises (10%).
Midterm exam (written)  (20%).
Final exam (written)  (70%).
Suggested textbook
Biostatistics with R, An Introduction to StatisticsThrough Biological Data
BabakShahbaba, 2012, Springer.

Weekly program
	Week
	Material
	Chapters

	1-2
	Introduction:Basic principles of probability and statistics, graphical representation of data, random variables, sampling techniques, types of studies.
	1, 2, 4

	3-4
	Estimation:Maximum likelihood estimation of parameters (mean, median, proportion) and confidence intervals (for mean and proportion).
	6

	5-6
	Hypothesis testing:one and two means with and without computational techniques, relationship with confidence intervals, explanation of concepts like type I and II errors and p-values + demonstration with R.
	7, 11

	7
	Recap and midterm exam.
	

	8-10
	Associations: Relationship between pairs of continuous and discrete variables (Pearson and Spearman correlation coefficients, G2 test of independence), linear regression+ demonstration with R.
	3, 8, 10

	11
	Extensive demonstration of the covered material in R. 
	

	12
	False discovery rate methods: Bonferroni,  Benjamini–Hochberg and Storey-Tibshirani corrections,  + demonstration with R.
	

	13
	Revision.
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