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Outline
oMicroarray technology

oPreprocessing microarray data: the Robust Multy-Array Average (RMA) method

oMicroarry in R: the affy and oligo packages

oIntroduction to Bioconductor

oAnnotation packages for microarray
◦ CDF files (altcdfenvs package)

◦ DB packages

◦ Differences between Bioconductor and microarray



Microarray technology

Source: https://en.wikipedia.org/



Sample preparation for microarray

Source: https://en.wikipedia.org/



Probes and probesets



Probesets mapping on genome



Probesets – genes associations

oMost of the probesets measure a single gene 
◦ Difficult to distinguish transcripts

oSome probesets measure multiple or no genes

oThe same gene can be measured by multiple probesets
◦ Not in brainarray



Preprocessing microarray data

oWe need to quantify the level of expression based on fluorescence intensity

oThe Robust Multy-Array Average (RMA) algorithm is one of the most used 
methods
◦ Irizarry, RA; Hobbs, B; Collin, F; Beazer-Barclay, YD; Antonellis, KJ; Scherf, U; Speed, TP (2003). 

"Exploration, normalization, and summaries of high density oligonucleotide array probe level 
data.". Biostatistics. 4 (2): 249–64



The Robust Multy-Array Average (RMA) 
method

oBackground correction

oLog2 transform

oQuantile normalization

oSummarization (median polish)

• Performed at probe level 
• Perfect Match (PM) probes only

Summarizing probes into probesets



RMA background correction

o𝑃𝑀𝑖𝑗 = 𝑏𝑔𝑖𝑗 + 𝑠𝑖𝑗

oWe assume that 𝑠𝑖𝑗~exp 𝜆𝑖𝑗 and 𝑏𝑔𝑖𝑗~𝑁 𝛽𝑖 , 𝜎𝑖

Signal for probe j in sample i

Background noise for probe j 
in sample i



Signal and background distributions
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Probe expected signal 
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oWhere 𝜙() and Φ() are the normal density and distribution functions, 
respectively

oComplex formula, however easy to apply once 𝛽𝑖 , 𝜆𝑖𝑗 , 𝜎
2 are estimated

◦ The estimation is based on an empirical procedure



Quantile normalization

oSeparate arrays can produce different results even if the samples are identical
◦ This may be due to differences in the sample preparation or during hybridization 



Quantile normalization example
oTable of log2 transformed probes values

A1 A2 A3

P1 4 5 2

P2 7 4 8

P3 3 8 5

P4 9 7 6

P5 6 3 4



Quantile normalization example
oProbes are sorted within each sample

A1 A2 A3

Q1 P3:3 P5:3 P1:2

Q2 P1:4 P2:4 P5:4

Q3 P2:7 P1:5 P3:5

Q4 P5:6 P4:7 P4:6

Q5 P4:9 P3:8 P2:8



Quantile normalization example
oComputing the average value for each quantile

A1 A2 A3 Average

Q1 P3:3 P5:3 P1:2 2.7

Q2 P1:4 P2:4 P5:4 4

Q3 P2:7 P1:5 P3:5 5.7

Q4 P5:6 P4:7 P4:6 6.3

Q5 P4:9 P3:8 P2:8 8.3



Quantile normalization example
oEnsuring equal values across quantiles

A1 A2 A3 Average

Q1 P3:2.7 P5:2.7 P1:2.7 2.7

Q2 P1:4 P2:4 P5:4 4

Q3 P2:5.7 P1:5.7 P3:5.7 5.7

Q4 P5:6.3 P4:6.3 P4:6.3 6.3

Q5 P4:8.3 P3:8.3 P2:8.3 8.3



Quantile normalization example
oReordering probes values

oMaximum, minimum, median values across arrays are now equal (as well as all 
other quantiles)

A1 A2 A3

P1 4 5.7 2.7

P2 5.7 4 8.3

P3 2.7 8.3 5.7

P4 8.3 6.3 6.3

P5 6.3 2.7 4



Summarization: median polish
oWe now want to obtain a single value for each single probeset

◦ Simple solution: taking the mean or median value across probes

oUnfortunately, normalized probes values still suffer of “probe affinity effect”:

o𝑃𝑀𝑖𝑗
∗ = 𝜇𝑖 + 𝛼𝑗 + 𝜖𝑖𝑗, where  𝑎𝑗 = 0 within each probeset

oWe must correct for this bias with the median polish algorithm



Median polish example
oComputing and subtracting row medians

P1 P2 P3 P4 P5 Median

A1 3.8 7.5 6.7 4.3 4.5 4.5

A2 7 4 5.3 6.3 3.8 5.3

A3 2.4 8.2 5.7 9.3 4.2 5.7

P1 P2 P3 P4 P5

A1 -0.7 3 2.2 -0.2 -0.7

A2 1.7 -1.3 0 1 1.7

A3 -3.3 2.5 0 3.6 -3.3



Median polish example
oComputing and subtracting column medians

oThe algorithm converges when both column and row medians are zero.

P1 P2 P3 P4 P5

A1 -0.7 3 2.2 -0.2 -0.7

A2 1.7 -1.3 0 1 1.7

A3 -3.3 2.5 0 3.6 -3.3

Median -0.7 2.5 0 1 -1.5

P1 P2 P3 P4 P5 Median

A1 0 0.5 2.2 -1.2 1.5 0.5

A2 2.4 -3.8 0 0 0 0

A3 -2.6 0 0 2.6 0 0

median 0 0 0 0 0



Median polish example
oComputing the final values

P1 P2 P3 P4 P5

A1 3.8 7.5 6.7 4.3 4.5

A2 7 4 5.3 6.3 3.8

A3 2.4 8.2 5.7 9.3 4.2

P1 P2 P3 P4 P5

A1 0 0 1.7 -1.7 1

A2 2.9 -3.8 0 0 0

A3 -2.1 0 0 2.6 0

P1 P2 P3 P4 P5 Average

A1 3.8 7.5 5 6 3.5 5.16

A2 4.1 7.8 5.3 6.3 3.8 5.46

A3 4.5 8.2 5.7 6.7 4.2 5.86



Bioconductor.org



Bioconductor characteristics
oCollection of 2500+ packages specific for bioinformatics

oThree categories of packages:
◦ Software

◦ Annotation

◦ Experimental data

oEach package goes through a rigorous assessment for technical requirements 
and ensuring minimal overlapping among packages 



Bioconductor packages



Bioconductor other resources 


